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Abstract

Purpose—To construct the knowledge evaluation quality integral criteria, which allows to ascertain whether the different teachers properly assess the students’ knowledge. The criteria has been tested setting up the educational experiment and examining the six mathematics lecturers’ assessments.

Design/methodology/approach—This research involved the Mykolas Romeris University students of Public Administration degree second year and Management of Organizations degree first year. The test questions for students were designed using the mathematical knowledge assessment information system, which allows for closed-ended mathematical test, to obtain statistical data about test takers, to perform quality analysis of the test; in the middle and the end of the semester.

Findings—The construction technique for the evaluation quality criteria of the students’ working results assessment, which were performed by six different lecturers, during practical trainings, seminars, laboratory and other sessions is proposed in this article.

Research limitations/implications—The constructed evaluation criteria is universal: it does not depend on the particular subject; it can be applied to several groups, courses or lecturers. It depends on three calculated indicators I, S, K, which show in two ways
obtained estimates of the measured information compatibility of degrees, marks matching and correlation terms.

**Practical implications**—The integral criteria has been tested examining the six mathematics lecturers’ assessments.

**Originality/Value**—Constructing the criteria have been used the educational measurement models of authors of this article and other researchers, however its’ connection to general (integral) criteria, best of authors’ knowledge, is original and have not be researched before.

**Keywords**: knowledge evaluation, quality of teacher evaluation, evaluation of teachers, mathematical modeling.

**Research type**: research paper.

1. Introduction

This paper analyses how the different lecturers assess achievements of students during Applied Mathematics and Quantitative Methods practical trainings and the construction of the evaluation quality criteria, which have to show whether lecturers properly assess the students’ knowledge. Constructing the criteria have been used different researchers’ educational measurement models. These models constitute the new integral criteria, which have been tested setting up real educational experiments. This study has not only theoretical but also practical significance. The aim of this research is to construct the knowledge evaluation quality integral criteria and to test it examining the six mathematics lecturer assessments. This research involved practical training lecturer assessments, which are compared with the same student knowledge assessments for 20 questions of closed-end tests, of 10 academic groups (262 students). Tests have equal variants of problems (Krylovas, Raulynaitis, 2003; Krylovas et al, 2002), i.e. each student gets a different but equal in difficulty test variant (Krylovas et al, 2007). The authors of this article used these tests for a number of years in the didactical research. The tests were organized for all groups in two months and four month after the beginning of the semester. Prior to this, teachers had to evaluate students’ working results during practical trainings on a scale from 1 to 10; assessment criteria had been stated during the first practical training.

The object of lecturer’s assessment named knowledge, as it is understood in the broad sense. Basically it is a certain construct (Kardelis, 2007), which, in our opinion, is closely related to the student’s knowledge. Lecturer evaluation accounted for 30% of the Applied Mathematics course cumulative grade, and the students were motivated enough to get a high evaluation for the practical trainings. Thus, the article examines the whole complex of elements of teachers’ work: encouragement of students’ activeness, the evaluation of their efforts and results, etc. We propose a universal, i.e. unrelated to the subject and number of objects evaluated; technique of constructing criteria and demonstrating how it has been applied to the practical assessment. The practical aim
of this study is to ascertain whether the different lecturers assess properly the students’
knowledge.

The idea to construct the knowledge evaluation quality integral criteria has been
suggested in the previous article (Navickienė, Krylovas, 2012). The analysis of the
indicator of informativeness of assessments have been done extra and new research data
examined, however previous research data are presented for comparison in this article.

2. Theoretical background

Knowledge evaluation is one of the most important elements of the study process
and the objectivity of the evaluation is absolutely essential to ensure the quality of
education (Dranevičienė, 2005). The lack of objectivity can be a source of conflict, what
is especially relevant for students’ tight competition for e.g. state-funded places and
so on. However, an objective assessment of knowledge depends not only on teacher’s
experience, integrity, or other individual characteristics (Gage, Berliner, 1994; Peterson,
1987). This is a complex phenomenon, widely considered in the relevant literature
(Anastasi, Urbina, 1997). A based assessment is considered to be a satisfactory solution
to the problem (Bulajeva, 2007), when the knowledge of the test takers is being compared
with each other’s, for example, the state examinations. However, this method do not
applied to a small number of students and on the other hand, the regulatory documents
often require criteria-based assessment, evaluating the level of certain skills acquisition
by the specialist (Pukelis, Savickienė, 2003). The methodological and practical aspects
of such assessment have been addressed in the literature (Hopkins, 1998; Andziulienė,
2004; Butėnas, 2009). The authors of the articles (Kriauzienė et al, 2010; Krylovas
et al, 2002) applied a various statistical methods to examine the problem of knowledge
evaluation. These studies show a number of differences in obtained estimates clearly
depending on assessors (Krylovas et al, 2006; Blanton et al, 2006). In recent years,
interest has grown in using classroom observation as a means to several ends, including
teacher development, teacher evaluation, and impact evaluation of classroom-based
interventions (Hill et al, 2011; Rani, 2004). Measures of teacher effects are of interest as
a means of answering at least two broad questions: 1. Do teachers have differential effects
on student outcomes? 2. How effective is an individual teacher at producing growth in
student achievement, and which teachers are most or least effective? (McCaffrey et al,
2003). Existing studies employ a variety of empirical models (Lefgren, Sims, 2012;
Harris et al, 2010; Kane, Straiger, 2008; Koretz, 2002; Medley et al, 1984).

3. Research methodology

Examined is the assessment of student results in Applied Mathematics and
Quantitative Methods practical trainings, which were performed by six different
lecturers. Lecturers performed practical trainings in ten academic groups of students.
Student’s progress assessed in accordance with the cumulative grade system. The final assessment consisted of: the first and the second tests—35% each, 30%—the work during practical trainings, i.e. 3 points out of 10 in ten-point rating system. This study was accomplished after two months from the beginning of the semester, i.e. after 12 practical trainings, and after four months from the beginning of the semester, i.e. after 10 more practical trainings. The students took the first and the second tests, preceded by lecturers’ evaluation of each student’s work during the practical trainings in ten-point system. The students work during the practical trainings have been organised at the discretion of each lecturer of the practical trainings. The lecturer could organize independent tasks, the defence of obligatory written tasks or any other type of assessment of student progress. These tasks account for only 3 points of the final grade for Applied Mathematics and Quantitative Methods and were stated during the first practical training. Also, all students were required to submit two written tasks that lecturer could have evaluated in point system or limited the evaluation with pass or fail. In this article lecturers bear the initials AK, ON, LG, RK, JK, TL.

The AK lecturer’s assessment is calculated by taking into account the attendance estimate with the weight of 1/3 and the activeness estimate with the weight of 2/3. Attendance \( L \) calculated as the part of the practical trainings attended to the total number of practical trainings (22 practical trainings per the first two months of the semester). Student activeness \( A \) is calculated in the following way: the number of correctly solved problems in the semester (at the blackboard or shown to the lecturer; and so during independent tasks) divided by 7—the points that were collected by students who study well, although a few of them had much better results.

The JK and LG lecturers scored of equal value the attendance calculated as the part of the practical trainings attended to the total number of practical trainings (22 practical trainings), the activeness and the one independent task.

The ON lecturer’s assessments includes the part of the practical trainings attended to the total number with the weight 1/2, the activeness: the independent correctly problems solving at the blackboard; with the weight of 1/12, two independent tasks of 5 problems each and eight homework assignments (30 problems) with weights 1/6, the defence for two written tasks: all the problems of written tasks solved correctly and any of their solution explained orally; with the weight of 1/12.

The RK lecturer’s assessment calculated by taking into account the attendance estimate with the weight of 1/3, two independent tasks estimate with the weight of 1/2 and the defence for two written tasks estimate with the weight of 1/6.

The TL lecturer’s assessment calculated by taking into account the attendance and the activeness estimates with weights of 1/3, two independent tasks and the one homework estimates with weights 1/6.

Students working results assessments by all lecturers during practical trainings are given in Table 1.
Table 1. Lecturer assessment techniques (scored)

<table>
<thead>
<tr>
<th>Lecturer</th>
<th>Attendance</th>
<th>Activeness</th>
<th>Independent tasks</th>
<th>Homework</th>
<th>Defence of written tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>AK</td>
<td>1</td>
<td>2</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>JK</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>LG</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>ON</td>
<td>1,5</td>
<td>0,25</td>
<td>0,5</td>
<td>0,5</td>
<td>0,25</td>
</tr>
<tr>
<td>RK</td>
<td>1</td>
<td>–</td>
<td>1,5</td>
<td>–</td>
<td>0,5</td>
</tr>
<tr>
<td>TL</td>
<td>1</td>
<td>1</td>
<td>0,5</td>
<td>0,5</td>
<td>–</td>
</tr>
</tbody>
</table>

Lecturer assessments were compared with the results of 20 questions of close-end tests. Tests have equal variants of problems, i.e. each student gets a different but equal in difficulty test variant. For this purpose, three indicators $I, S, K$, depending on the amount of information available from the estimates, the difference between the lecturer’s and the test’s estimates; and the correlation coefficients between these values, were constructed. Each of these indicators has the higher value the better lecturer’s and test’s estimates are matched. This corresponds to a requirement for the validity (Anastasi, Urbina, 1997) that indicators reflect the particular characteristics of the construct which they are intended to measure. Indicators are dimensionless values varying from 0 to 100. Therefore, any weighted average also will have the quality of validity. Determination of the weights of indicators requires empirical data analysis, and is the object of our further research.

In this article the calculated indicators are treated as certain rank values, arithmetic operations with which are not performed. They are calculated the same way for an individual academic group, for the unions of groups, corresponding to the lecturer and the whole flow of tested students. This allows comparing the indicator values with the average value calculated for the whole flow and construct the evaluation quality criteria.

4. Indicators

Supposing the number of points $t_0 = 0, t_1 = 1, \ldots, t_n = n$ (in our case $n = 20$) gets respectively $k_0, k_1, \ldots, k_n$ students in a test. With that the amount of information acquired from a test is calculated in the following way (Stakėnas, 1996):

$$\text{entr}(k_0, \ldots, k_n) = -\sum_{j=0}^{n} \frac{k_j}{k} \ln \frac{k_j}{k},$$

Here. It is noticing that only the dimension of the amount of information depends on the base of the logarithm (for example, when the base of the logarithm equals 2, the information is measured in well-known bits). The largest volume of information
corresponds to the same possible test score distribution: $k_0 = k_1 = \ldots = k_n = \frac{k}{n+1}$. In this case we get $\text{entr} = \ln(n + 1)$. It is convenient to express the amount of information acquired from the test with the dimensionless value $\frac{\text{entr}(k_0, \ldots, k_n)}{\ln(n + 1)}$, which shows the relative amount compared with potential maximum (Krylovas, Kosareva, 2008a).

Let $l_1, l_2, \ldots, l_{10}$ be the number of students, who have got mark 1, 2, ..., 10 by lecturer. Then the entropy function is calculated in the following way:

$$\text{entr}(l_1, \ldots, l_{10}) = -\sum_{j=0}^{10} \frac{l_j}{l} \ln l_j,$$

here $l = \sum_{j=1}^{10} l_j$. The function takes the maximum value $\ln 10$, when.

The indicator of informativeness of assessments is defined as follows:

$$I = \frac{\text{entr}(l_1, \ldots, l_{10})}{\text{entr}(k_0, \ldots, k_n)} 100,$$

showing the amount of information acquired from the estimates of lecturers, compared with the estimates of the test. All the indicators are expressed with dimensionless values varying from 0 to 100. They can be interpreted as percentages. It is noticing that the value of $I$ theoretically could be greater than 100, but the authors’ experience suggests that this does not happen in practice. It is worth mentioning that the articles (Krylovas, Kosareva, 2008a; Krylovas, Kosareva, 2008b) examine the construction of the tests, maximising the amount of information. It guarantees that $I \leq 100$.

Let $r_i$ be the student’s $i$ test mark (the points of the test are converted into a ten-point scale), $p_i$ — the same student’s estimate by the lecturer, $n$ — the number of students taking the first test. Now let us consider the indicator of the coincidence of the estimates:

$$S = \frac{100}{1 + \frac{1}{n} \sum_{i=1}^{n} |r_i - p_i|}.$$

The maximum value of $S$ represents the case when all test’s and lecturer’s estimates coincide. In this case, the number of inversions $\sum_{i=1}^{n} |r_i - p_i|$ (Liutikas, 1983; Jaurienė et al, 1983; Jaurienė, 1997) is equal to zero in the denominator of the expression. The experience (Raulynaitis, Krylovas, 2002; Krylovas, Raulynaitis, 2004) suggests that this quantity takes rather high values and does not characterised as being stable. The constructed indicator $S$ takes the larger value the better students’ estimates, which obtained in two ways, coincide.

The third indicator of correlation of assessments is defined as follows:

$$K = \begin{cases} 100 r, & kai r \geq r_0, \\ 0, & kai r \geq r_0, \end{cases}$$
here  \( r = \frac{n \sum_{i=1}^{n} t_i r_i - (\sum_{i=1}^{n} t_i)(\sum_{i=1}^{n} r_i)}{\sqrt{(n \sum_{i=1}^{n} t_i^2 - (\sum_{i=1}^{n} t_i)^2)(n \sum_{i=1}^{n} r_i^2 - (\sum_{i=1}^{n} r_i)^2)}} \) is well-known Pearson’s correlation coefficient (between the lecturer’s and the test’s estimates) (Čekanavičius, Murauskas, 2006), \( r_0 \)—its critical value, indicating when statistical hypothesis \( H_0: r = 0 \) is rejected. Under the assumption of normal distribution \( r_0 = \frac{t_{\alpha, n-2}}{\sqrt{n-1}} \) of random value \( r \), \( t_{\alpha, n-2} \)—Student distribution with \( n-2 \) degrees of freedom \( \alpha \)-level critical value (Čekanavičius, Murauskas, 2006, p. 166). For the purposes of this paper, \( r_0 = 0.2 \).

The correlation coefficient is a popular measure of the compatibility of the different evaluations (Krylovas et al, 2002). It usually takes values \( 0.5 \leq r \leq 0.7 \), indicating moderate or strong correlations (Raulynaitis, Krylovas, 2002).

We propose to compare the values of indicators of lecturers not to each other, but to values of \( I, S, K \), calculated for all students groups. Let denote:

\[
\begin{align*}
I_d &= \{ +, \text{kaif } I_d \geq I, \} \\
S_d &= \{ +, \text{kaif } S_d \geq S, \}
\end{align*}
\]

\[
K_d = \begin{cases} 
+ & \text{kaif } K_d \geq K, \\
- & \text{kaif } K_d \leq K,
\end{cases}
\]

here the index \( d \) denotes the value of the lecturer’s indicator. For example, the value of the AK lecturer’s indicator of informativeness of assessments after the first test \( I_d \) is compared to the value of the same indicator \( I \), of the whole students flow. Thus, each lecturer is assigned to one of the four sets of pluses and minuses: \((++), (++-), (+-+), (-+-)\). In the first case, attention should be paid to the lecturer’s assessment system as to a good example of one, the last (the fourth) – should be critically reviewed. In the second and third cases there is no sufficient reason to conclude that the assessment differs significantly from the average values.

5. Analysis of the indicator \( I \)

The indicator \( I \) is original and, to the best of our knowledge, has not yet been examined in the relevant literature. Therefore, we will analyse its modification:

\[
l_{mod} = \frac{1}{2} \left( \frac{\text{entr}(l_1, \ldots, l_{10})}{\text{entr}(k_0, \ldots, k_n)} + \frac{\text{entr}(k_0, \ldots, k_n)}{\text{entr}(l_1, \ldots, l_{10})} \right) \times 100.
\]

The values of the modified indicator are in the Table 2 and 3.
We can see that all the values of modified indicator are greater than 100 and do not characterised by the big variation. Indices 1 and 2 of the indicators are respectively the first and second tests. Thus it is left previously constructed indicator $I$, although its value can be artificially increased. However if a lecturer increase the value of the indicator $I$, he will simultaneously decrease the value of the indicator $S$.

It is interesting to notice that lecturer estimates of the informativeness and the values of the integral indicator according to the requirements of the modified indicator $I_{\text{mod}}$ are rather poor. Due to the empirical data is insufficient in quantity it is early to reach a conclusion on this modified criteria. We leave these issues for further research.

6. Results and findings

The results of the educational experiment are given in this paragraph.

Table 2. The values of the modified indicator $I_{\text{mod}}$

<table>
<thead>
<tr>
<th>Group</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{\text{mod}_1}$</td>
<td>104</td>
<td>104</td>
<td>105</td>
<td>102</td>
<td>107</td>
<td>103</td>
<td>105</td>
<td>104</td>
<td>102</td>
<td>105</td>
<td></td>
</tr>
<tr>
<td>$I_{\text{mod}_2}$</td>
<td>100</td>
<td>108</td>
<td>101</td>
<td>101</td>
<td>103</td>
<td>117</td>
<td>100</td>
<td>102</td>
<td>128</td>
<td>0</td>
<td>105</td>
</tr>
</tbody>
</table>

Table 3. The values of the modified indicator $I$ by lecturers

<table>
<thead>
<tr>
<th>Lecturer</th>
<th>AK</th>
<th>JK</th>
<th>LG</th>
<th>ON</th>
<th>RK</th>
<th>TL</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{\text{mod}_1}$</td>
<td>104</td>
<td>104</td>
<td>102</td>
<td>107</td>
<td>103</td>
<td>105</td>
</tr>
<tr>
<td>$i_1^d$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>$I_{\text{mod}_2}$</td>
<td>*1</td>
<td>112</td>
<td>101</td>
<td>103</td>
<td>117</td>
<td>104</td>
</tr>
<tr>
<td>$i_2^d$</td>
<td>*</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
</tbody>
</table>

1 Practical trainings of the second part of the semester to the lecturer’s AK group were performed by the TL lecturer.

Table 4. The number of students

<table>
<thead>
<tr>
<th>Group</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of students in each group</td>
<td>29</td>
<td>32</td>
<td>27</td>
<td>26</td>
<td>31</td>
<td>32</td>
<td>29</td>
<td>23</td>
<td>17</td>
<td>16</td>
<td>262</td>
</tr>
<tr>
<td>Number of students, who have taken the first test</td>
<td>27</td>
<td>30</td>
<td>26</td>
<td>26</td>
<td>31</td>
<td>29</td>
<td>28</td>
<td>23</td>
<td>13</td>
<td>15</td>
<td>248</td>
</tr>
<tr>
<td>Number of students, who have taken the second test</td>
<td>14</td>
<td>12</td>
<td>15</td>
<td>14</td>
<td>22</td>
<td>21</td>
<td>18</td>
<td>15</td>
<td>6</td>
<td>4</td>
<td>141</td>
</tr>
</tbody>
</table>
The values of the three indicators are calculated to the each academic group of students. The Microsoft Excel tables have been used for these calculations.

**Table 5. The values of the three indicators**

<table>
<thead>
<tr>
<th>Group</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I_1)</td>
<td>78</td>
<td>77</td>
<td>75</td>
<td>83</td>
<td>68</td>
<td>81</td>
<td>74</td>
<td>76</td>
<td>90</td>
<td>83</td>
</tr>
<tr>
<td>(I_2)</td>
<td>92</td>
<td>62</td>
<td>89</td>
<td>86</td>
<td>78</td>
<td>56</td>
<td>97</td>
<td>79</td>
<td>48</td>
<td>0</td>
</tr>
<tr>
<td>(S_1)</td>
<td>35</td>
<td>25</td>
<td>41</td>
<td>42</td>
<td>44</td>
<td>43</td>
<td>37</td>
<td>36</td>
<td>28</td>
<td>34</td>
</tr>
<tr>
<td>(S_2)</td>
<td>39</td>
<td>32</td>
<td>34</td>
<td>37</td>
<td>49</td>
<td>45</td>
<td>43</td>
<td>38</td>
<td>38</td>
<td>44</td>
</tr>
<tr>
<td>(K_1)</td>
<td>63</td>
<td>55</td>
<td>21</td>
<td>63</td>
<td>64</td>
<td>68</td>
<td>63</td>
<td>61</td>
<td>55</td>
<td>57</td>
</tr>
<tr>
<td>(K_2)</td>
<td>74</td>
<td>0</td>
<td>25</td>
<td>27</td>
<td>53</td>
<td>39</td>
<td>37</td>
<td>92</td>
<td>0</td>
<td>31</td>
</tr>
</tbody>
</table>

Indices 1 and 2 of indicators \(I, S, K\) are respectively the first and second tests. Calculated values of indicators of all students are given in the last column. Given values joined to groups of same lecturers are given in **Table 6**. The JK lecturer had practical trainings in following groups: 2, 3, 9 and 10; the lecturer TL – 7 and 8 groups. It is noticeable that indicators values are determined almost the same not only to one academic group, but also their unions.

**Table 6. The values of the indicators of each lecturer**

<table>
<thead>
<tr>
<th>Dėstytojas</th>
<th>AK</th>
<th>JK</th>
<th>LG</th>
<th>ON</th>
<th>RK</th>
<th>TL</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I_1)</td>
<td>78</td>
<td>62</td>
<td>27</td>
<td>35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(I_2)</td>
<td>*</td>
<td>86</td>
<td>41</td>
<td>35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(S_1)</td>
<td>35</td>
<td>49</td>
<td>44</td>
<td>45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(S_2)</td>
<td>*</td>
<td>37</td>
<td>45</td>
<td>45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(K_1)</td>
<td>63</td>
<td>50</td>
<td>63</td>
<td>68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(K_2)</td>
<td>*</td>
<td>27</td>
<td>39</td>
<td>31</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is obvious that none of the six lecturers has the highest or lowest values of all of three indicators (see **Table 6**). This means that there is no sufficient reason to believe that any of lecturer’s assessment system is the best or worst of all, comparing systems to each other.

7. Conclusions

The values of the integral criteria of all lecturers after two tests are given in **Table 7**.
This article proposes the construction technique for the evaluation quality criteria of the students’ working results assessment during practical trainings, seminars, laboratory and other sessions. The criterion does not depend on the particular subject and the number of students, teachers or academic groups. The constructed criteria depends on three calculated indicators \( I, S, K \), which show in two ways obtained estimates of the measured information compatibility of degrees, marks matching and correlation terms. These three indicators are intrinsically interesting characteristics and could be an object of a new empirical research.

The constructed integral criteria tested assessing the evaluation quality of teachers of practical trainings of Applied Mathematics and Quantitative Methods. It analysed 262 Mykolas Romeris University students’ assessments. The analysis has shown that the constructed criteria is characterised by the big stability, comparing the results of different teachers and students. It is noticing that assessments of first and second parts of semester are similar. The assessment system of one of the lecturers should be critically reviewed; however assessments of the second part may not be statistically significant due to the relatively small number of test takers (see Table 4). It should be

<table>
<thead>
<tr>
<th>Table 7. The values of the integral criteria</th>
</tr>
</thead>
</table>
| \( \begin{array}{cccccc}
  & AK & JK & LG & ON & RK & TL \\
  i_1 & ++ & + & + & - & + & - \\
  i_2 & * & - & + & + & - & + \\
  s_1 & + & - & + & + & + & + \\
  s_2 & * & - & - & + & + & - \\
  k_1 & + & - & + & + & + & + \\
  k_2 & * & - & - & + & + & + \\
\end{array} \) |

The values of the integral criteria of lecturers by groups are given in Table 8.

<table>
<thead>
<tr>
<th>Table 8. The values of the integral criteria by groups</th>
</tr>
</thead>
</table>
| \( \begin{array}{cccccccccccc}
  & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
  i_1 & ++ & + & + & + & - & + & - & + & + & + \\
  i_2 & + & - & + & + & + & - & + & - & - & - \\
  s_1 & + & - & + & + & + & + & + & + & + & + \\
  s_2 & - & - & + & + & - & + & + & - & - & + \\
  k_1 & + & + & - & + & + & + & + & + & + & + \\
  k_2 & + & - & - & + & + & - & + & + & + & - \\
\end{array} \) |
noted that comparing the first and the second part of the results of only one of ten groups of estimates significantly changed. It stands to reason that to test the characteristics of constructed criteria is needed more empirical data. It would be our further research.
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Santrauka. Šiame darbe taikant edukometrinius metodus analizuojami šešių skirtingų dėstytojų, vertinančių studentų darbą taikomosios matematikos ir kiekybinių metodų dalyko praktinių užsiėmimų metu, subjektyvumo įtaka galutinių studentų žinių vertinimo rezultatui. Studentų žinių vertinimas pagal kaupiamųjų balų sistemą. Galutinių įvertintų sudaro: pirmas ir antras testai po 35 %; darbas praktinių užsiėmimų metu – 30 %, t. y. 3 balai dešimties balų vertinimo sistema. Šis tyrimas buvo atliktas po dviejų semestro mėnesių, t. y. po